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This report is intended to put Trust & Safety regimes on the radar as a tool to improve 

the e�icacy of existing safety strategies and interventions. Agreed protocols and 

professional standards would give Trust & Safety teams authority to act and make 

clear that executives are responsible for the decisions they make or indeed fail to 

make. Trust & Safety cannot depend on good people alone. Good people need to 

operate within a good system. The conflict of interest between commercial and safety 

needs requires Trust & Safety professionals to be formally empowered and required 

to act in the best interests of society, citizens, and users, especially children.

Trade-o�s of innovation and safety, of access and safety, of truth and safety, of crime 

and safety, of profit and safety — must reflect the extraordinary power of the tech 

sector to shape business, culture and society. Safety needs to be established in law, in 

regulation, and in professional standards. Only then can Trust & Safety teams operate 

in good faith. Allowing a single CEO focused on shareholder interests to be the sole 

or determining voice of a company’s safety standards is not adequate, nor is the lack 

of safeguarding of those who have to work at the cutting edge of human depravity. 

Trust & Safety professionals need the authority to act independently in accordance 

with clear and understood expectations backed up by professional standards and 

regulatory oversight.

Already, Trust & Safety is a global profession of well over a hundred thousand people, 

but unless and until it operates according to understood and enforced standards, 

looks after its own, and fulfils its purpose of keeping those that engage with tech 

products and services safe, it remains part of the problem not the solution.

I am grateful to all those who contributed to this report, particularly those who 

have worked in Trust & Safety teams for giving their expertise so generously. My 

particular thanks to Leanda Barrington-Leach, Arturo Béjar, Dr Richard Graham, Toby 

Shulru�, Matthew Soeth, and Vaishnavi J. I thank the author, Alexandra Evans, for this 

thoughtful piece of work, and trust that those responsible for the safety of citizens, 

children, and customers, will find something in its pages to help the sector live up 

to its title. 

Foreword
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We don’t just need 
to be hired,  

we need to be powerful.

SAHAR MASSACHI ,  INTEGRITY INSTITUTE ,  APRIL  2024
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Trust & Safety (T&S) professionals play a key role in creating safer digital spaces 

and yet their role is poorly understood and therefore under considered. Based on 

the testimony and commentary of current and former T&S professionals (including 

whistleblowers), guidance and reports published by T&S membership bodies, and 

academic research, this report describes what T&S is, what T&S professionals do, 

and the barriers they face. 

The report is for policy makers, politicians, and regulators setting and enforcing 

minimum standards for online safety. It will inform the work of civil society and 

academics as they seek solutions to make the digital environment safer. It is an 

opportunity for tech companies to evaluate their own systems and processes, 

to address areas where they fall short in enabling T&S’s work, and to increase 

transparency including sharing best practice. Finally, the report aims to inform, 

support, and celebrate those working in this nascent profession and to encourage 

them to push for change. 

Introduction
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The systems and processes in which T&S professionals operate are optimised 

for profit rather than safety. This undermines T&S’s central duty to make digital 

products and services safe for citizens, society and users. 

In the absence of a clear mandate, T&S professionals report having to make 

the case for safety standards repeatedly and facing significant challenges in 

fulfilling their brief.

The combination of the importance of their day-to-day work and the systemic 

challenges they face takes its toll on many T&S professionals’ mental health 

and wellbeing. 

Good people are not a substitute for good systems.

If the systems and processes in which T&S professionals operated were fit for 

purpose, digital services and products would be safer. 

Key findings 
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Recommendations

In response to these findings, we propose a series of recommendations to establish 

T&S as an independent, fully empowered profession working within or on behalf of 

tech companies, but in the best interests of society, citizens, and users – especially 

children. 

Some of these recommendations may already be in place in some organisations, but 

the evidence suggests coverage is partial. The recommendations are a starting point 

for further discussion among T&S professionals and other key stakeholders.

Give T&S professionals a clear mandate

Codify the right and responsibility of T&S professionals to act in the best 

interests of society, citizens, and users – even when this duty conflicts with the 

business interests of the service provider. 

Ensure T&S professionals have the authority to proactively surface risk and to 

implement safety initiatives across all aspects of the service and product design 

and delivery through professional standards and regulation.

 

Embed T&S into all stages of design and development processes, granting T&S 

professionals a mandate to modify, delay, halt, or withdraw services, products, AI 

systems (including algorithms and generative AI), features, and functionalities 

if safety risks have not been su�iciently mitigated.

Include meaningful and consistent safety metrics in company-wide targets with 

the same status as other business goals.

Increase transparency about the systems and processes in which T&S pro-

fessionals operate including sharing best practices.
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Ensure governance systems and protections are su�icient

Create a direct reporting line from T&S leadership to the company’s CEO/senior 

leader. 

Require companies to keep written records of advice from T&S to senior leader-

ship, including when leadership ignores warnings or rejects recommendations. 

Enhance support and protections for those who raise safety concerns, including 

by codifying the four principles of the Right to Warn2 across the entire tech 

sector.

Provide di�erentiated — but equivalent — remuneration and incentivisation 

schemes to protect the independence of T&S professionals.

Create safe and sustainable working practices

Develop, and consistently apply, industry-wide minimum health and safety 

standards to protect the physical and mental health of all T&S professionals — 

irrespective of geography or contract type. 

 

Allocate appropriate resources to safety teams, based on T&S leadership’s 

assessment of needs and safe operating capacity.

 

Establish enhanced procedures when tech companies make sta�ing cuts that 

may impact safety, including mandatory risk assessments and a requirement to 

notify relevant regulatory authorities.

Establish professional standards, protections and training

Clarify the skills and qualifications required for different roles within T&S 

and create validated training programmes to support new appointments and 

continued professional development.

 

Expand the remit of T&S membership organisations to include representing the 

needs, interests, and concerns of T&S professionals to policy makers, regulators, 

and tech companies.
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Develop professional codes of practice to guide and protect those working 

across the T&S ecosystem.

Beyond T&S

Addressing the structural and governance challenges faced by T&S is important 

and urgent work, but the changes required to create a digital environment fit for 

childhood go far beyond enhancing T&S’s status and ensuring its independence. 

Governments must:

Establish comprehensive and legally enforceable minimum standards that 

ensure digital products and services are age-appropriate, safe, private, secure, 

and rights-respecting by design and by default. 

Fully resource and empower regulators to hold tech companies accountable 

when they fall short.

Increase accountability for tech CEOs and other executive leaders who are 

reckless about safety and the negative impacts of their products and services 

on society, citizens, and users. 

Require tech companies to give independent, accredited researchers access to 

their data so they can study online harms and identify mitigations. 

Require tech companies to remove persuasive design strategies that com-

promise personal freedom and agency, so users – especially children – can 

choose how, when, and for how long they engage with digital products and 

services. 

Include generative AI systems in policy and legislation. 

Creating digital services and products that serve the interests of society, citizens, and 

users requires a fundamental shift in the accountability of tech companies. Skilled, 

accountable, and empowered T&S teams are central to the success of a responsible 

tech sector.
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Trust & Safety (T&S) 
teams are most often 

born in a crisis…  
You grab whoever  
you can to address  

the problem immediately,  
and that’s where T&S 

teams come from.

KAREN MAXIM,  JOSH PARECKI  AND CHANEL CORNETT,  
T&S LEADS AT ZOOM 3

12



1. Overview  
of Trust & Safety 

1.1 What is T&S? 

Trust & Safety (T&S) refers to those whose job it is to ensure the safety of digital 

products and services, including upholding Community Rules or Guidelines and res-

ponding when harms occur. Sometimes known as Integrity workers,4 there are over 

100,000 T&S professionals globally.5 The harms they address include child sexual 

exploitation and abuse, exposure of minors to age-inappropriate themes, terrorism, 

violence, pornography, human tra�icking, discrimination and hate speech, bullying 

and harassment, mis- and disinformation, suicide and self-harm, eating disorder and 

body image content, dangerous challenges, sale or promotion of illegal goods and 

services, drug and alcohol misuse, fraud and scams, and mental health and wellbeing 

issues, including compulsive use of technology.

1.2 A brief history of T&S

The internet was founded on the principle that it should be a free and open space 

beyond the constraints of ‘real world’ institutions and governance structures. Early 

pioneers championed unfettered free speech, protected by a shield of anonymity 

as a way of democratising access to public discourse and bypassing traditional 

gatekeepers.

The early online communities that formed in group chats, messaging and bulletin 

boards, forums, blogspheres, virtual worlds, and social networks broadly subscribed 

to these values and were generally self-governing. In practice, this meant rules were 

kept to a minimum, decisions about anti-social behaviour were reached collectively 

or by members nominated by users to make decisions on the community’s behalf. 

Additionally, user controls such as blocking appear to have been favoured over 

content removal as a mechanism for managing exposure to harm or resolving 

conflicts.
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John Perry Barlow was a Founding Member of the Electronic Freedom Foundation. 

On 8 February 1996, Barlow published his “Declaration of the Independence of 

Cyberspace” which captures the ideological perspective of the internet’s early 

founders and pioneers. 

However, even in the early days, when online communities were still relatively 

small and homogenous, agreeing rules and responding to abuse could present 

challenges. The case of LambdaMOO and Mr Bungle, as reported in 1993 in “A Rape in 

Cyberspace”,7 demonstrates that questions about what is and isn’t acceptable online, 

who is responsible for oversight of digital spaces, and how to respond are not new.

14 1. Overview of Trust & SafetyAdvancing Trust & Safety

“Governments of the Industrial World, you weary giants of flesh and 

steel, I come from Cyberspace, the new home of Mind. On behalf of 

the future, I ask you of the past to leave us alone. You are not welcome 

among us. You have no sovereignty where we gather.

We have no elected government, nor are we likely to have one, so I address  

you with no greater authority than that with which liberty itself always 

speaks. I declare the global social space we are building to be naturally 

independent of the tyrannies you seek to impose on us. You have no 

moral right to rule us nor do you possess any methods of enforcement 

we have true reason to fear.

Governments derive their just powers from the consent of the governed. 

You have neither solicited nor received ours. We did not invite you. You 

do not know us, nor do you know our world. Cyberspace does not lie 

within your borders. Do not think that you can build it, as though it were 

a public construction project. You cannot. It is an act of nature and it 

grows itself through our collective actions...”6

Declaration of the Independence of Cyberspace

It begins:



In 1995, a landmark US judgement8 held that online spaces could be subject to ‘real-

world’ laws. Prodigy, an online forum that billed itself as a safer, more moderated 

space was successfully sued by Stratton Oakmont (the brokerage firm featured in 

the Wolf of Wall Street) for defamation over an anonymous post on its “Money Talk” 

board. The judge held that Prodigy’s interventionist approach to moderation meant 

it had assumed editorial control. 

In 1996, the US introduced s.230 of the Communications Act9 giving online service 

providers immunity from liability for content published by third parties and the right 

to restrict access to content. 

“No provider or user of an interactive computer service shall be treated as the 

publisher or speaker of any information provided by another information content 

provider.” 

S.230(C )(1)  COMMUNICATIONS ACT 1934 10

Whilst s.230 immunity is not absolute, it has been determinative in shaping the digital 

environment in its current form including the way large companies approach safety.11

“So many of these very dominant platforms were built [in the US], right, by founders 

who grew up in an environment where the First Amendment and this notion of a 

marketplace of ideas and a bunch of the things that come with that is built into 

their product and their vision for their product.” 

NICOLE WONG,  FORMER VP AND DEPUTY GENERAL COUNSEL  
AT GOOGLE AND FORMER LEGAL DIRECTOR OF PRODUCTS AT TWITTER 12

In the 2000s, as wifi, broadband, and 3G rolled out, the internet began to take shape 

in the form we recognise today. With s.230 as a sword and a shield, a small group of 

companies established market dominance, and their products and services became 

ubiquitous.13 Since then, the United State’s safe harbour protections have given a 

handful of tech CEOs unprecedented power to determine content and conduct 

standards online. Their decisions impact the safety, privacy, and security of billions 

of people worldwide.
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“In a lot of ways Facebook is more like a government than a traditional company.”

MARK ZUCKERBERG 14

The consolidation, centralisation, and commodification of digital spaces as well as 

the rapid increase in user numbers brought heightened awareness of the potential 

for harm, especially for minority groups and children. As platforms grew, the range 

and scale of safety issues also expanded.

These risks were addressed reactively and iteratively15 typically by existing employees 

working in other teams tasked with solving specific challenges as they arose. Soon 

those with an interest in solving safety challenges coalesced and then emerged as a 

distinct entity within tech companies. The term “Trust & Safety” was coined by Rob 

Chesnut, Je� Taylor and Lisa Laursen at eBay in 2002.16

“To our knowledge, it was the first Internet ‘Trust & Safety’ department, so named 

because it focused on building trust among strangers and kept our site safe for 

the world to use.”

ROB CHESNUT,  FORMER SENIOR VICE-PRESIDENT,  TRUST & SAFETY,  EBAY 17

As public concerns about safety grew, and to ward o� threats of oversight, tech 

companies began to propose self-regulatory and voluntary initiatives. These focused 

on greater cross-industry cooperation,18 promoting digital literacy,19 development of 

parental controls,20 improved content detection strategies,21 and enhanced trans-

parency.22 T&S teams had responsibility for the developing and implementing these 

strategies. 

Within tech companies, T&S teams appear to have proactively sought to understand 

and prevent risk of harm, often working with NGOs and academics23 or recruiting 

such experts into safety roles.24 At the same time, safety campaigners in civil 

society argued for a comprehensive response, emphasising a much greater focus on 

prevention and safety by design (see below).

Frustrated by the failure of self-regulation and the reluctance of tech companies 

to address harms, lawmakers in many countries and regions have now begun 

to intervene to set minimum standards and to appoint regulators to oversee 

compliance.25 
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“Trust & Safety (T&S) teams are most often born in a crisis…You grab whoever you 

can to address the problem immediately, and that’s where T&S teams come from.” 

KAREN MAXIM,  JOSH PARECKI  AND CHANEL CORNETT,  T&S LEADS AT ZOOM 26

In many countries, regions and states, companies are now required to meet legal 

obligations on issues such as risk assessment, recommender systems, safety by 

design, and age-appropriate design principles. This is likely to mean that T&S’s role 

has a greater focus on compliance and their priorities and approach likely to be 

increasingly shaped by legal teams. 

In the future, the remit of T&S will continue to evolve. For example, advances in AI 

will further reduce the role carried out by human moderators. Generative AI also 

creates new risks that providers of both traditional and emerging digital services and 

products must anticipate and respond to.

1.3 What does T&S do? 

The greatest number of T&S professionals are content moderators.
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“CMs enforce the online rules which tell users how to behave and what 

content is acceptable on a particular internet site (Gerrard, 2022). 

Some sites use a “community reliant approach” where communities 

define their own standards that are then put into e�ect by volunteer 

moderators, whilst other sites use an industrial approach, where workers 

are employed to enforce a set of standardised rules (Caplan, 2018). As 

such, the ways in which CMs are employed vary. 

Whilst some are volunteers, paid moderators can range from in-house 

workers employed directly by the company needing moderation; to 

boutique firms specialising in content moderation for other companies; 

What is a content moderator (CM)?



Within content moderation, a clear division has emerged: those employed by tech 

companies in their larger safety hubs enjoy far better pay, benefits, and conditions. In 

contrast, those working in the Global South or via sub-contractors are likely to have 

poorer working conditions and pay.28

Whilst content moderation is an important aspect of T&S work, the field encompasses 

much more. All online content moderators work in T&S, but not all those who work in 

T&S are content moderators. This report considers the experiences and challenges of 

content moderators, including the inequities and challenging working conditions they 

experience.29 However, when considering the role of T&S professionals in shaping 

online safety standards, it is necessary to distinguish frontline moderators from the 

much smaller and arguably more powerful group of ‘HQ’ T&S professionals. 

This group plays a crucial role in defining and implementing safety standards. Their 

responsibilities include writing platform policies (both front-facing policies such as 

Community Guidelines and the more detailed policies that content moderators apply 

in their day-to-day work); adjudicating ‘edge case’ content and issues (escalations) 

that require specialist review by senior experts; developing and deploying the 

machines that proactively detect potentially violative content, contact, and 

conduct; responding to requests from and/or reporting incidents to national and 

international law enforcement and security services; resourcing and managing the 

work of content moderation teams; collecting and analysing data relevant to safety 

(metrics); developing safety tools and resources (e.g. parental controls or safety 

hubs); engaging with external experts (e.g. academics and NGOs); advising on the 

levels of safety of new product and service proposals; supporting compliance; and 

transparency reporting.30 

The majority of quotes from T&S professionals in this report come from those working 

in ‘HQ’ T&S roles because they are in a position to shape the safety strategy of digital 
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to outsourced third party vendors and microlabour platforms (Roberts, 

2019). This means CMs can experience a range of working conditions 

where some have less workplace protection as technically, they are not 

employees - thus the company requiring moderation work has a level of 

“plausible deniability” to the harm faced by these CMs (Barrett, 2020; 

Roberts, 2019).”

THE PSYCHOLOGICAL IMPACTS OF CONTENT MODERATION ON CONTENT 
MODERATORS:  A  QUALITATIVE STUDY,  2023 27



services and products. By contrast, whilst content moderators play a critical role in 

protecting users, they have very limited agency or influence over a tech company’s 

safety strategy (in itself a cause of the mental health and wellbeing challenges many 

content moderators experience). 

Key elements of a T&S team

According to the Trust & Safety Professional Association’s (TSPA)31 Introduction to 

Trust & Safety32 resource, the basic components of most T&S teams are the policy 

and enforcement teams. The policy team sets “rules of the road” (often referred to 

as Community Rules or Guidelines). The enforcement team enforces them typically 

through a combination of automated and human moderation.

Platforms with larger, more mature T&S functions may also include engineering teams 

that build and maintain moderation tools, training and knowledge management for 

moderators, researchers and data analysts who provide the evidence base that 

informs all aspects of T&S work including the level and prevalence of harm, and 

intelligence and discovery teams to detect emerging threats. The law enforcement 

response and compliance team handle legal requests and ensure regulatory 

compliance (often in collaboration with Legal). 
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How T&S teams are structured and how they collaborate and provide input into the 

work of other teams varies from company to company. TSPA describes two main 

approaches to structuring T&S teams.

  “A centralized Trust & Safety model consists of a single, discrete team that is 

responsible for all Trust & Safety components from end-to-end. This single team 

works hand-in-hand with product teams but is ultimately tasked with owning 

policy creation and enforcement, as well as advising at the product ideation and 

development stage to ensure safety is incorporated into the product, a concept 

known as Safety by Design.”

  “A dispersed Trust & Safety approach is a model in which Trust & Safety team 

members are distributed throughout a company, and there is no single, central 

team. Rather, Trust & Safety professionals are embedded throughout the 

company and report to the head of each business unit, rather than a singular 

head of Trust & Safety.”33

The longer a tech company has had a T&S team, the more likely it is to adopt a 

centralised model.34 

How a company determines its Trust & Safety needs and the way it organises the 

function as a result depends on numerous factors, such as:

•  The type of product or service (e.g. social media network, e-commerce, search 

engine, gaming, messaging, video conferencing or live streaming);

• The types of abuse, misuse, and disruptive conduct the company must address;

• The set of values that the company upholds;

• The demographics of its customer base;

• The countries in which it operates;

• The size and maturity level of the company.35

TSPA’s explanation of the main operating models suggests that in some companies, 

some of these functions may be partially integrated into T&S or vice versa. In small or 

low-risk services, there may be no dedicated T&S function, whilst the largest services 

have tens of thousands of T&S workers.

Whilst they may vary in size and structure, it is typical for major platforms to have 

a T&S function. The illustration below provides examples of the types of digital 

products and services that have employ T&S professionals. 
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In 2022, Snap increased its Trust & Safety budget to “approximately $164 million”, 

though it subsequently decreased spending on Trust & Safety issues to $135 million 

in 2023.37 In the same year, Amazon reported investing more than $1.2 billion and 

employing more than 15,000 people to address counterfeit, fraud, and other forms 

of abuse.38 TikTok said it would spend US$2bn in 2024 on safety.39 Whilst it is hard to 

verify claims by tech companies about how much they spend on safety, these figures 

give some indication of the scale of T&S operations.

Although its origins may be modest, Trust & Safety is now a multi-billion-dollar 

industry, encompassing a number of third-party providers including Accenture, 

Concentrix, GenPact, TaskUs, and Teleperformance.40 These companies are part of 

a wider safety tech sector which is growing at pace.41 
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1.4 Who works in T&S? 

Because T&S is a relatively new field, many people working in the sector started out 

in di�erent careers. For example, they may be former academics,42 law enforcement 

o�icers, data scientists, journalists, or have worked in government,43 education, the 

military, or for an NGO or civil society organisation.44 

When considering what motivates people to choose a career in T&S, job descriptions 

and accounts from T&S professionals highlight a combination of intellectual challenge, 

pace, complexity, and the opportunity to have impact.45

T&S professionals frequently describe a sense of mission and cite the fact that their 

work is societally important as a key motivator for choosing their career.
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Research carried out by Toby Shulru� at Arizona State University found 

that four key areas of skill and experience are important for T&S work. 

These are: 

•  Analysis, critical thinking, or research 

•  Project management and related skills 

•  Investigation 

•  Subject Matter Expertise in abuse areas 

In addition, eight mindsets important for T&S work were identified: 

•  Problem-solving 

•  Communication 

•  Passion 

•  Collaboration 

•  Adaptability or flexibility 

•  Curiosity 

•  Empathy and resiliency 

•  Ability to understand complexity or context

T&S skills and mindset



The rapid growth of tech companies also often provides opportunities for rapid 

professional growth and the chance to assume responsibility early on. For some, 

working in T&S is not only interesting but also well paid. The average salary for a T&S 

Safety Analyst in the US is US$62,955,46 while managers can earn up to US$81,274.47 

Senior T&S professionals at large tech firms earn significantly more.48

1.5 Summary 

As the review of its history shows, T&S has emerged rapidly over the last two decades. 

Teams are born from crisis and take shape iteratively. Given the importance of T&S’s 

role in making digital products and services safer, the nascency of the profession, 

the range of platforms that have T&S teams, the number of people who do T&S 

work globally and the disparities in their working conditions and wages, there is an 

urgent need to establish organising principles for the professional. Without these, 

T&S professionals face significant barriers when protecting society, citizens and 

users. These are explored in Chapter Two. 
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It was growth 
at all costs, and safety 

eventually.

DEL HARVEY,  FORMER HEAD OF TRUST & SAFETY,  TWITTER 49 
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2. Challenges

Through whistleblower testimony, academic research, and reports and guidance 

published by T&S professionals and emerging professional bodies, we have begun 

to gain a better understanding of the role T&S plays and the challenges T&S profes-

sionals face. 

It is wrong to suggest that T&S is ine�ective. The policies, processes, and technologies 

developed and deployed by T&S play an essential role in managing online risk 

including emergency responses during moments of crisis. If T&S professionals were 

to collectively down tools, the consequences for the safety, privacy, and security of 

online spaces would be immediate and severe. Equally, the recent layo�s across T&S 

have prompted stakeholders to raise concerns that platforms may be less safe as a 

consequence (see Resourcing and capacity below). However, evidence from within 

the profession suggests that T&S professionals experience significant structural 

and commercial barriers that hinder their ability to operate e�ectively.

2.1 Business model 

“In working for a private, for-profit company, your job is ultimately tied to helping 

that company make money… As painful as it may be to acknowledge, go in with the 

expectation that you’re working under [an] incentive structure that if push came 

to shove, ultimately revolves around profit. Plan accordingly.”

LEADERSHIP ADVICE FOR NEW TRUST & SAFETY LEADERS,  INTEGRITY INSTITUTE 50

There is an inherent tension between the profit imperative of commercial digital 

platforms and T&S’s function which is to keep society, citizens, and users safe. 

“Design strategies on social media are shaped by three broad commercial goals: 

to increase the number of users, to maximise the amount of time users spend on 
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the service, and to increase the amount of content generation and interaction with 

the service. As designers themselves acknowledge, ‘reducing attention will reduce 

revenue.’ These business objectives shape design strategies, and in turn, outcomes 

for children.”

UPDATED DISRUPTED CHILDHOOD:  THE COST OF PERSUASIVE DESIGN,  
5RIGHTS FOUNDATION 51

Attention Economy

A common business model for digital platforms is the ‘attention economy’ model 

where services exchange access for users’ attention and personal information (data) 

which they then monetise through ads revenue. Aspects of product and service 

design that support this model (e.g. deployment of persuasive design strategies, ultra 

personalised recommender systems and encouragements to expand social networks 

and engagement) can undermine user safety and make it hard to disengage — even 

when doing so is in a user’s best interests.52 

Remedies that enhance safety such as identifying and removing underage users, 

age-restricting access to features and functionalities, limiting social connection 

recommendations or dispersing filter bubbles and rabbit holes have a direct impact 

on both user numbers and user engagement. This makes them unattractive to 

those with an interest in profitability and growth such as founders, investors, and 

shareholders.53 

Success metrics

“It was growth at all costs, and safety eventually.”

DEL HARVEY,  FORMER HEAD OF TRUST & SAFETY,  TWITTER 54

User growth is a defining metric when measuring the value or success of a commercial 

online service. There is little commercial incentive to prioritise safety and clear 

disincentives to implementing safety initiatives that jeopardise user numbers or 

growth. 
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“I can say this as a founder, I am under tremendous pressure to deliver results… 

There’s, I think, a lot of pressure to do anything or say anything in order to succeed, 

and I think that can lead you down the road of doing things that are not good for 

or to users.”

THE UNSEEN TEEN,  DATA & SOCIETY 55

It is therefore predictable that when safety strategies are considered, decision-

makers responsible for the profitability of the company will favour solutions that 

do not negatively impact user numbers or other key metrics. For example, they 

may opt for actions such as creating a safety centre, funding in-school digital literacy 

programmes, o�ering parental controls (which has minimal impact on the available 

pool),56 and removing harmful content (which reduces the available content pool 

minimally).57 These measures typically have little or no impact on user engagement 

or numbers but also do not address risks inherent in the business model and “baked 

in” to product design.

 

“I have spoken to many people working on Integrity or Trust & Safety at Meta and 

other companies. Often, they are demoralized... They feel that managers do not want 

them to reduce users’ exposure to unwanted and harmful content if it negatively 

impacts what’s called “engagement”. The companies’ main aim is to keep users 

clicking and scrolling, so they will spend more time on the service and see more 

advertising.”

ARTURO BÉJAR,  INSTAGRAM WHISTLEBLOWER 58

Impact of safety on share price

In February 2022, Facebook announced its first-ever drop in daily active users 

(DAUs).59 Meta’s share price fell by 25%, wiping US$200bn60 o� the company’s value 

in a single day. In contrast, the day Frances Haugen testified before the Senate 

to highlight fallings in safety, Meta’s stock price rose albeit slightly.61 One market 

analyst described Haugen’s revelations about safety as “a speedbump rather than 

a roadblock”.62 Another noted “If the advertisers don’t leave, no one’s going to care 

and when we talk to advertisers, they say, ‘We don’t care’”.63 
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Whilst some market analysts argue that revelations about tech companies’ safety 

record have a longer-term impact on user numbers and growth64 as well as exposure 

to regulatory fines and litigation, they have not led to the kind of dramatic stock sell 

o�s that slowdowns in user growth or sales can trigger.62 

Founder mindset

Another factor influencing safety decisions is the ‘innovation mindset’ of founders 

and leaders. It is harder to argue for safety if leadership is sceptical that existing 

standards apply to their product strategy and instead believe that commercial 

success comes from moving fast and breaking things.66 For example, in 2010, 

Mark Zuckerberg addressed his company’s decision to change the privacy settings 

of 350 million Facebook users, stating: “A lot of companies would be trapped by the 

conventions... and we decided that these would be the social norms now and we just 

went for it.”64 

The Federal Trade Commission disagreed with Zuckerberg’s view that the digital 

revolution had rewritten societal norms on privacy.68 However, the view that 

innovation takes place at the edge of — or outside — the boundaries of established 

standards and norms is fundamental to the business models of many tech companies. 

This mindset often frames safety (and those advocating for it) as a drag on progress 

and, by extension, profit. 

Instead of adapting their business model or mindset, tech companies may choose 

to invest in defending them. For example, in 2019, former General Counsel for Apple, 

Bruce Sewell, revealed that Apple’s legal budget when he left in 2017 was $1 billion 

per year.69 In an interview at Columbia Law School, Sewell also explained his job at 

Apple was not to stay clear of the line dividing legally risky actions from clearly safe 

actions, but rather to “steer the ship as close to that line as you can, because that’s 

where the competitive advantage lies … you want to get to the point where you can 

use risk as a competitive advantage”. A legal team becomes an asset when it helps 

the company to approach this blurry legal/illegal line strategically and then manage 

the “nuclear” situation, if trouble arises.70

This false tension between innovation and safety creates significant challenges for 

T&S professionals advocating for safety by design (see below).71 
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Codify the right and responsibility of T&S professionals to act in 

the best interests of society, citizens, and users – even when this 

duty conflicts with the business interests of the service provider. 

2.2 Having to make the case for safety

“The company may not devote the kind of resources to [safety] issues that they do 

to other areas in the company, even though, objectively, outsiders might consider 

them to be among the most important. Integrity, Trust & Safety workers face this 

kind of challenge every day.”

ARTURO BÉJAR,  INSTAGRAM WHISTLEBLOWER 72

In the absence of legal requirements (see below), senior leaders are free to de-

prioritise safety in favour of commercial goals (see above). As a result, T&S 

professionals must make the case for safety rather than being empowered to ensure 

tech companies set and follow minimum standards. This dynamic means that safety 

proposals can be rejected, deprioritised or diluted in favour of other priorities, 

such as product strategy, share price, and advertising revenue and T&S lacks 

a clear mandate to object.73 Research published by the UK Government in 2024 

revealed that T&S professionals working at large platforms consistently had to secure 

high levels of approvals for decision-making processes, such as escalation to Senior 

Directors, VPs, or C-Suites.74 

Negotiating with other teams

“As a Trust & Safety professional, your goals will inevitably collide with those of other 

departments… Product development teams want to roll out products as quickly as 

possible and can sometimes see building Trust & Safety features as non-essential 

work that delays launch.”

MAKING THE CASE FOR TRUST & SAFETY,  SPECTRUM LABS 75
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It is over simplistic and unfair to suggest that only those working in T&S teams 

care about safety. As 5Rights Foundation’s report Pathways: How digital design puts 

children at risk76 makes clear, others (in this case product designers) within tech 

companies are also deeply concerned.

“The designers interviewed were uncomfortable with the solely commercial intent of 

the companies they worked for but felt that change would only come if commercial 

goals specifically required them to design for the safety and wellbeing of children. 

Some acknowledged that the ‘products’ they were designing were bad for children, 

but they repeatedly expressed the need for change ‘from the top’.” 

PATHWAYS:  HOW DIGITAL DESIGN PUTS CHILDREN AT RISK ,  5RIGHTS FOUNDATION 7 7

Whilst T&S does not have a monopoly on good intentions or moral clarity among tech 

employees, its unique remit within tech companies is to prioritise user safety. The fact 

that T&S teams must repeatedly make the case for safety – and can be overruled, 

particularly by those focused on the company’s profitability – is a significant barrier 

to creating safe products and services by design and by default.

In October 2021, Spectrum Labs, a third-party content moderation provider, published 

its white paper, Best Practices for Making a Trust & Safety Business Case.78 Drawing 

on its own experiences helping clients present the case for T&S, as well as interviews 

with T&S professionals, the report demonstrates that safety enhancements are 

secured by negotiation rather than by default. It also provides practical advice on 

how to persuade CEOs and other teams to prioritise safety including:

•  “Building a Trust & Safety business case can be a process, and you should be 

prepared for a long haul.”

•  “Senior executives at emerging platforms and communities are understandably 

sensitive to barriers to growth… position Trust & Safety as a driver of growth.”

•  “Learn and speak the language of each department.” 

•  “The reality we face today is that building a Trust & Safety business case may 

require a team of data scientists and analyst resources which you may not have 

access to.”

•  “Lean into the moral argument and back it up with the impact of churn on the 

bottom line.” 

While there is nothing inherently wrong with advising T&S professionals on forging 
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better relationships with colleagues or persuading others to invest time and money 

in safety, this advice illustrates that there is no automatic mandate for T&S to insist 

that their work is prioritised. 

The level of safety provided by a platform should not depend on the advocacy 

skills or the ability of T&S professionals to convince colleagues that safety is a 

driver of growth (which it may not be). Neither should it rely on how receptive 

their CEO is to the “moral argument” for safety.

Central role of leadership

“My first CEO was engaged [in Trust & Safety], the second not at all – this makes 

a big internal di�erence.”

VP TRUST & SAFETY AT LARGE PLATFORM 79

The T&S professionals cited throughout this report consistently describe the im-

portance of senior decision makers in determining safety standards, especially CEOs. 

This has also been raised in legal action against major platforms. For example, the 

New York Attorney General’s lawsuit against TikTok includes the allegation that:

“TikTok employees have provided concrete suggestions for ways to make the 

platform safer, but those safety improvements were stymied by TikTok’s leadership’s 

pursuit of profits.”80 

EXTRACT FROM THE LAWSUIT F ILED AGAINST TIKTOK BY THE ATTORNEY GENERAL OF NEW 
YORK,  OCTOBER 2024

Similarly, the New Mexico Attorney General’s lawsuit against Snap Inc (filed in 

October 2024) includes allegations from former Snap T&S employees that they were 

largely ignored by upper management and:

“that there was pushback in trying to add in-app safety mechanisms because [Snap 

CEO] Evan Spiegel prioritised design.” 81
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In January 2025, Meta announced changes to its safety policies and practices.82 

These changes included removing some restrictions on hate speech and abuse on 

the ground of sexual orientation, gender identity, and immigration status. Additionally, 

Meta will no longer use fact checkers and will stop proactively detecting and 

removing violative content for “lesser policy violations”. Instead, it will only review 

content when it is reported. 

Meta has not confirmed which policies it considers “less severe”, but based on 

current removal rates, the impact on how much violative content is caught is likely 

to be significant. In Instagram’s transparency report for Q3 2024,83 the percentage of 

violative content detected and actioned proactively by Meta compared to through 

user reports was (for example):

•  bullying and harassment: 95.9% proactive vs 4.1% user reports84 

•  hate speech content: 98.5% proactive vs 1.5% user reports85

•  violent and graphic content: 98.9% proactive vs 1.1% user reports86 

•  violence and incitement content: 99.3% proactive vs 0.7% user reports87 

 

The New York Times reported that the decision to change the policies was made 

by Zuckerberg who chose a small number of senior employees including those from 

public policy and communications teams to consult with. “The entire process was 

highly unusual. Meta typically alters policies that govern its apps — which include 

Facebook, Instagram, WhatsApp and Threads — by inviting employees, civic leaders 

and others to weigh in. Any shifts generally take months. But Mr. Zuckerberg turned 

this latest e�ort into a closely held six-week sprint, blindsiding even employees on 

his policy and integrity teams.”88 

“I have a much greater command now of what I think the policy should be, and this 

is how it’s going to be going forward.” 

MARK ZUCKERBERG 89

It appears that despite the significance of the change, typical policy approval 

processes were not followed. This highlights the challenge that T&S professionals 

face when safety decisions are subject to internal negotiations, with the CEO being 

the ultimate decision maker. 
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Across all tech companies, greater transparency is needed on the extent to which 

T&S professionals have a mandate to raise objections, how these objections are 

recorded and what happens in scenarios where they are asked to enact policy, 

system or design changes that they believe will make a product or service less safe 

— especially if they are not given su�icient opportunity to consider proposals or 

raise concerns.

It also raises the wider question of how T&S professionals raise and record objections 

and what happens when they are asked to enact policy, systems or design changes 

that they believe will make a product or service less safe especially if they are not 

given an opportunity to consider proposals or raise concerns.

 

Creating a culture of challenge

The financial sector, another high-risk industry, illustrates how failures in risk 

management protocols can have severe consequences. Reviews into incidents90 

and guidance from regulators on how to manage risk91 highlight the importance of 

creating a “culture of challenge” where those responsible for interrogating risk feel 

empowered and supported to do so. 

An important aspect of this culture is ensuring equality of status and seniority 

between trading teams (the risk-takers) and those tasked with policing them. 

Disparities in status can be overt, such as di�erences in job title, grade, tenure or 

salary. They can also be more subtle: for example, the company may promote a 

culture that glorifies risk-takers and devalues compliance professionals or normalises 

exceptionalism for individuals whose roles involve pushing boundaries. 

Evidence from T&S professionals suggests that more needs to be done to create a 

Culture of Challenge within tech companies. This is particularly important given the 

high status a�orded to teams responsible for product development or recommender 

systems and the perception of safety as a drag on innovation.

Ensure T&S professionals have the authority to proactively surface 

risk and to implement safety initiatives across all aspects of the 

service and product design and delivery through professional 

standards and regulation. 
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Require companies to keep written records of advice from T&S to 

senior leadership, including when leadership ignores warnings or 

rejects recommendations.

2.3 Reporting lines

“To whom Trust & Safety reports internally can also directly or indirectly a�ect 

its ability to have a voice independent of competing incentives, such as revenue, 

public policy, or public relations considerations...

Reporting directly to the CEO conventionally signals the team’s importance and 

that Trust & Safety is a major priority for the company.

A Trust & Safety leader who reports to the COO can indicate that Trust & Safety 

is tightly aligned with the company’s business needs and objectives but may also 

suggest that if Trust & Safety needs conflict with revenue generating interests, 

Trust & Safety needs may be deprioritized.

Reporting up to the CLO can mean the Trust & Safety team is more compliance-

focused and may not directly influence new and emerging products and services.”

INTRODUCTION TO TRUST & SAFETY,  TRUST & SAFETY PROFESSIONAL ASSOCIATION (TSPA) 92 

Concretely, this suggests that the person leading T&S should report directly to the 

CEO or Board. 

Alternative reporting lines may also constitute a conflict of interest. For example, 

whilst T&S may support legal compliance e�orts, if T&S leaders report to a Chief 

Legal Officer who is also responsible for minimising a company’s legal risk (for 

example, civil claims for harms experienced by users or regulatory investigations 

into the safety of a product or service) it is foreseeable that T&S’s need to proactively 

surface, scrutinise and discuss risk of harm may conflict with legal priorities, by 

increasing legal exposure. 

More widely, research commissioned by the UK Government found that T&S leaders 

are concerned that Trust & Safety is perceived as symptomatic of regulatory changes 

and challenges, rather than an essential part of a business’ mission to protect its 

customers.93 Currently, coverage of legally enforceable minimum safety standards 
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across the globe is inconsistent. Therefore, a safety strategy that is exclusively 

determined by compliance requirements would not comprehensively address risk 

of harm globally.

Reporting to external a�airs leads presents another potential conflict. Evidence from 

T&S professionals show that these teams are frequently valuable allies when lobbying 

leadership to enhance safety. However, team priorities may diverge if T&S’s duty 

to surface risk of harm creates the spectre of reputational risk for the company or 

undermines e�orts to resist or modify legislative proposals that would fetter the 

company’s commercial freedom or jeopardise its business model. 

“One of the things that has been raised is the fact that, at Twitter, the team 

responsible for writing policy on what is harmful reports separately to the CEO from 

the team that is responsible for external relations with governmental o�icials. At 

Facebook, those two teams report to the same person. The person who is responsible 

for keeping politicians happy is the same person who gets to define what is harmful 

or not harmful content.”

FRANCES HAUGEN,  FACEBOOK WHISTLEBLOWER 94 

In addition to these tensions, there is some evidence of reporting structures that 

simply fail. For example, Meta’s global Trust & Safety lead could not articulate 

who was responsible for responding to research findings on harm and wellbeing.95 

Similarly, both Frances Haugen and Arturo Béjar reported that their concerns hit a 

glass ceiling and were e�ectively returned to sender with no action taken. Again, as 

the Wall Street Journal reported, Meta launched its privacy shield ignoring warnings 

from its safety experts that it would provide cover for paedophiles and was a “recipe 

for disaster”.96 

Given the importance of T&S’s work, the most appropriate reporting structure is for 

T&S leadership to report directly to the CEO. This arrangement makes it harder for 

CEOs to ignore, hide from or minimise warnings about risk. It is worth noting that a 

direct reporting line into the CEO is not a panacea. It must be supported by:

•  a written mandate to act in the best interests of safety – even when these conflict 

with the business interests of the company; 

•  the right to veto or delay proposals which create safety risks that cannot be 
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e�ectively mitigated; and

•  governance processes to document T&S advice and leadership’s response, 

including instances when advice is not taken.

Establish a direct reporting line from T&S leadership to the 

company’s CEO/ senior leader. 

2.4 Safety Metrics 

“For Meta, a problem that is not measured is a problem that doesn’t exist.”

ARTURO BÉJAR,  INSTAGRAM WHISTLEBLOWER 97 

Tech companies are data driven, and progress is measured by tracking key data points 

(metrics). If a company does not have metrics relating to safety or a specific safety 

issue, then it is highly unlikely that the issue will be prioritised. Even when e�orts are 

made to address a safety concern, without accurate metrics, it is impossible to know 

whether those e�orts are working. 

Furthermore, if a company chooses to measure and track poor safety metrics, targets 

may be achieved with little or no impact on user safety. Reporting incomplete metrics 

and not reporting relevant metrics can create a misleading impression about the 

safety of a service or product. This makes it hard for policy makers, regulators, and 

parents to form an accurate view on risk.

For example, evidence from whistleblower, Arturo Béjar, indicates that in 2021, data 

was either not being routinely collected or, when it was being collected, was not being 

acted upon or reflected in the company’s transparency reports.98

“I witnessed firsthand how the di�erent teams in Wellbeing were unable to do 

research or deploy products because of a corporate culture that does not want to 

understand the harm its products enable.”

ARTURO BÉJAR,  INSTAGRAM WHISTLEBLOWER 99 
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In 2024, Arturo Béjar reported to the European Commission that “the lessons 

Meta has taken from whistleblowers and information leaks has been to change 

internal practices to prevent reputational damage rather than to take responsible 

actions toward mitigation. Internal information has been locked down”.100 One 

such lesson was to stop minuting some meetings.101 Additionally, a shareholder  

initiative to require Meta to publish data on harms to children in its annual report was 

blocked in line with the recommendation from the company’s Board.102 

Beyond Meta, a review of the latest transparency reports from YouTube,103 TikTok,104 

X,105 and Snap106 shows they all focus on content removal and do not (for example) 

include metrics on recommender systems, time spent on platform, take up of safety 

tools or the e�icacy of their strategy to enforce their minimum age policies.107 

When T&S teams are limited in what data they are allowed to collect, how 

they measure progress, what metrics are prioritised by the company and how 

companies report data, their ability to surface, understand, and manage risk is 

severely constrained. If, as Arturo Béjar suggests, heightened scrutiny leads to a 

defensive culture where access to data is locked down, these challenges are further 

exacerbated.

T&S teams must be free to determine what data it collects and shares to address 

safety issues. Data and metrics must also be shared transparently so that external 

stakeholders have an accurate picture about how safe — or unsafe — a product or 

service is.

Include meaningful and consistent safety metrics in company-wide 

targets with the same status as other business goals.

 

2.5 Safety by design

“Companies, press, and regulators focus on content moderation as a solution to 

harmful speech, but this obscures the more structural cause: platform design and 

business models that encourage and invite harm.”

GRADY BERRY,  AUTHOR OF THE FOCUS ON FEATURES PROJECT AND FORMER 
SENIOR SOFTWARE ENGINEER AT GOOGLE 108 
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Safety by design seeks to address known or anticipated risk of harm upstream 

through product design. The aim is to prevent or substantially reduce the risk of 

harm occurring in the first place. Age-appropriate design reflects the rights of 

children under the UN Convention on the Rights of the Child and anticipates the 

vulnerabilities, capacities, and needs of children at di�erent development stages.109 

Content moderation is an important aspect of T&S work. Tech companies need 

e�ective systems to respond to harm once it arises including detecting and removing 

harmful content. However, managing harm retrospectively is not su�icient. Products 

and services must be safe and age appropriate by design and by default. 

“When Trust & Safety is going well, no one thinks about it or talks about it. And 

when Trust & Safety is going poorly, it’s usually something that leadership wants to 

blame on policies. Quite frankly, policies are going to be a Band-Aid if your product 

isn’t being designed in a way that actually doesn’t encourage abuse.”

DEL HARVEY,  FORMER HEAD OF TRUST & SAFETY,  TWITTER 1 10 

Both safety by design and age-appropriate design require service providers to 

consider safety throughout the lifecycle of a digital service or product –during 

development, deployment, and retirement. The extent to which T&S professionals are 

embedded into product and service development varies from company to company.111 

However, TSPA’s Introduction to Trust & Safety112 suggests that integrating safety 

by design and age-appropriate design into product development is not yet a core 

aspect of many T&S teams’ work. 

Research commissioned by the UK government found that T&S teams are 

consulted by products teams at the design phase only 52% of the time. More 

commonly, they are likely to be consulted at the pre-deployment phase, when a 

product is built and ready to launch. Those T&S professionals consulted at this stage 

said that pre-deployment was too late.113 

When asked what aspects of the product lifecycle (development, governance, 

enforcement, improvement or transparency) they found most challenging, 50% of 

T&S professionals working at large platforms identified product development as the 

most di�icult. The other 50% cited governance. This suggests that T&S professionals 

at major online services face systemic barriers rather than technical or operational 

ones when advancing safety priorities.114
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“...Overall, over time, over multiple instances, I and other people at the company 

felt that there was a pattern of putting more pressure to ship and compromising 

processes related to safety and problems that happened in the world that were 

preventable.”115 

WILLIAM SAUNDERS,  FORMER OPENAI  EMPLOYEE AND SIGNATORY TO THE RIGHT TO WARN 1 16 
OPEN LETTER 

 

Achieving full integration of T&S into product and service design would involve 

several steps, such as: 

• routinely including T&S professionals in product development teams; 

•  giving T&S the power to veto, adapt, postpone, or withdraw products, services, 

and features where safety issues have not been su�iciently mitigated; 

•  providing training on safety issues for non-safety team members such as 

designers and engineers so that they can spot issues and seek advice; 

•  creating product roadmaps that factor in the need to carry out safety tests and 

reviews – even if this disrupts launch plans.

“The GDPR has had a dramatic e�ect on how tech companies approach privacy. 

Product teams have to think about privacy at every stage of product development, 

they receive training on privacy by design principles and privacy specialists are 

included in sign o� procedures as routine. A similar thing needs to happen with 

safety - rather than fixing things when they go wrong and building safety tools in 

silo, T&S needs to be fully integrated into all aspects of product strategy from the 

outset.”

VAISHNAVI  J ,  FOUNDER OF VYANAMS STRATEGIES AND EX-META ,  GOOGLE AND TWITTER 1 17 

Embed T&S into all stages of design and development processes, 

granting T&S professionals the authority to modify, delay, 

halt, or withdraw services, products, algorithms, features, and 

functionalities if safety risks have not been su�iciently mitigated.
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2.6 Resourcing and capacity

“Ask anyone in Trust & Safety, it’s like, we need money and people to do this.”

ERIC HAN,  EX GOOGLE ,  TWITTER,  UBER ,  AND TIKTOK 1 18

For T&S to operate e�ectively, it must be fully resourced. This includes not only 

su�icient budget and human resources within T&S but also access to other teams, 

such as engineering, product, and marketing, with whom collaboration is essential to 

build and implement safety improvements. Whilst tech companies have a reputation 

for intense work cultures, accounts from T&S professionals suggest safety teams are 

often overstretched.

 

“In an environment where the scope and scale of abuse and the subsequent work it 

creates is so vast, it‘s easy to take on more than you are scoped or resourced to do. 

This may stem from leadership encouraging you to take on more, or from your team‘s 

desire to solve problems they identify - even if it‘s not necessarily their job to fix 

them. However, you simply will not be able to do it all, and trying to accommodate 

everyone and everything will result in your team overloaded, overwhelmed, and 

potentially derailed from their mission or goals.”

LEADERSHIP ADVICE FOR NEW TRUST & SAFETY LEADERS,  INTEGRITY INSTITUTE 1 19

An investigation by Bloomberg into Roblox included reports from a T&S professional 

who stated that her team could not keep up with hundreds of escalated child safety 

reports – far more than they could realistically address. In addition the news outlet 

reported: “Eight current and former Trust & Safety workers say user growth at 

Roblox takes priority over child safety. They describe calls for more resources going 

unanswered, resulting in a backlog of incident reports and the departure of one 

manager who left after promises for extra sta� went unfulfilled”.120

Since 2022, substantial layo�s of T&S professionals have been reported. In some 

cases, teams and roles have been dismantled altogether. In its report, Big Tech 

Slideback: How Social-Media Rollbacks Endanger Democracy Ahead of the 2024 

Elections, non-profit media watchdog Free Press concluded:

“In 2023, the largest social-media companies have deprioritized content moderation 
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and other user Trust & Safety protections... These companies have also laid o� critical 

sta� and teams tasked with maintaining platform integrity… this has created a toxic 

online environment that is vulnerable to exploitation.”121

In November 2024, the Australian e-Safety Commissioner reported that since Elon 

Musk acquired Twitter (now X) in 2022, he had laid o� one third122 of the platform’s 

safety team, including 80% of its engineers.123 EU Justice Commissioner, Didier 

Reynders, described Twitter’s layo�s as a “source of concern”.124 

“I find that [the layoffs] so baffling that I wouldn’t even know where to start.  

I mean, those folks were just good people doing their best to keep people safe. And 

it’s unclear why you would target that work for removal, especially more recent 

[layo�] rounds when the folks targeted were ones who work on misinformation 

and election integrity.”

DEL HARVEY,  FORMER HEAD OF TRUST & SAFETY,  TWITTER 125

Mark Zuckerberg declared 2023 the “year of e�iciency” and initiated widespread

layoffs across Meta. Since then, tech companies, including Alphabet, Amazon, 

Microsoft, X, Discord, Snap, and TikTok have made cuts to T&S..126

“I don’t think we should reflexively think that having fewer Trust & Safety workers 

means platforms will necessarily be worse… However, many of the people I’ve seen 

laid o� are amongst the most thoughtful in rethinking the fundamental designs of 

these platforms, and if platforms are not going to invest in reconsidering design 

choices that have been proven to be harmful — then yes, we should all be worried.”

RAVI  IYER ,  FORMER META PROJECT MANAGER 127

While protecting share price and increasing profitability are key duties of corporate 

executives, the significant cuts to T&S teams may have come at a cost to user 

safety.128 

Decisions about T&S should be determined by the level of risk a service poses, not 

market forces.
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Allocate appropriate resources to safety teams, based on T&S 

leadership’s assessment of needs and safe operating capacity. 

Establish enhanced procedures when tech companies make 

sta�ing cuts that may impact safety, including mandatory risk 

assessments and a requirement to notify relevant regulatory 

authorities. 

2.7 Working environment

“...the content itself, having to deal with that, having the mindset of having to think 

through these issues a lot, and constantly having to worry about what’s going on 

with society... it’s a lot of emotional pressure to deal with.”

TRUST & SAFETY IN EVERYDAY TECHNOLOGIES 129

Work culture plays a critical role in the ability of T&S professionals to keeping users 

safe. The mission-driven mindset of T&S professionals, the barriers they encounter 

when pushing for change, and the high-intensity nature of their working environment 

place significant pressure on T&S team members and leaders. This not only makes it 

harder for them to be e�ective, but, in some cases, also leads to burnout.

Exposure to harm and trauma

Irrespective of their role, exposure to harmful and traumatising content is routine 

for most T&S professionals. This content includes child sexual abuse material, 

extreme violence (including sexual violence), and hateful and discriminatory speech 

and actions. Without adequate organisational safety systems and processes to 

support them, T&S teams describe being put in the position of first responders with 

inadequate backup or support.130 

Failure to prioritise harm reduction can be especially di�icult to accept for those 

who see horrendous material on a daily basis such as content moderators. Some 
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moderators have sued tech companies for trauma caused by unsafe working 

conditions. Companies who have been subject to claims from moderators include 

Meta,131 Google,132 TikTok,133 OpenAI,134 and Reddit.135 Some claims are still ongoing, 

others have resulted in substantial settlement payouts.

Perhaps in light of such claims, companies have increased their focus on their duty 

of care to protect the health and safety of T&S professionals. Implemented measures 

include o�ering employee wellness programmes and access to help lines. However, 

addressing the structural barriers that T&S professionals face daily to safeguard 

users, citizens, and society might more e�ectively support their mental health. 

As noted earlier, content moderators working in the Global South are dispro-

portionately at risk. In 2023, research published by academics at Middlesex University 

on the psychological impact of content moderation on content moderators found 

that:

 “despite their centrality to the business model of many online platforms (Barrett, 

2020) moderators remain an undervalued, often hidden profession (Gillespie, 

2018), frequently located in the global south and commonly not a�orded the same 

benefits and provisions as o�ered to other professionals (Roberts, 2019; Jereza, 

2021). However, the increasing amount of literature demonstrating the potential 

negative consequences of this work (e.g., Benjelloun & Otheman, 2020; Roberts, 

2019) illustrates that companies need to take more responsibility for the welfare of 

these employees and volunteers and provide better protection against the possible 

deleterious psychological e�ects.”

Interviews with T&S professionals conducted by Shulru� reveal that “professionals 

experience stress not only from exposure to traumatic content and bad behaviour, 

but also from the pressures of standing between harms and the people they are 

working to protect”.136

In addition to providing a safe working environment, tech companies could make 

the choice to protect their employees and subcontractors, by taking an upstream 

approach to risk reduction. Prioritising harm prevention through responsible 

design, rather than focusing safety e�orts on detection to safeguard business 

models, has a positive impact on service users and also on the health and safety 

of frontline T&S professionals.
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BY DR RICHARD GRAHAM,  CONSULTANT PSYCHIATIRST AND GLOBAL EXPERT 
IN ONLINE HEALTH,  SAFETY AND WELLBEING

In 1971, following the rapid growth in commercial air travel, US air tra�ic 

controllers were commonly reporting “vocational ‘burn out’” Many air 

tra�ic controllers had served in the military and were used to working 

under extremely challenging conditions.137 However, they were ultimately 

overwhelmed by the increasing complexity and volume of work and the 

failure (or lack) of systems and processes needed to carry out their 

duties e�ectively and safely.

A series of fatal mid-air collisions led to change in working practices 

and prompted research into burnout, and its impact on both physical 

and mental health. There are many obvious parallels to the stresses that 

Trust & Safety Professionals face today, including that the consequences 

of impaired decision making could have global impacts. Yet compared 

to air-tra�ic controllers in the 1970s, the systems and processes within 

which Trust & Safety Professionals work and the consequences for their 

own and other’s safety are under considered.

In addition to occupational stress, both acute and long term, like many 

first responders, Trust & Safety Professionals (including professionals 

such as data labellers for the training of AI), will be exposed to 

distressing and illegal content (e.g. images of child abuse) and conduct 

(e.g. grooming). The extent of exposure will vary, but in certain situations 

it could lead to Post-Traumatic Stress Disorder (PTSD). A recent study 

on the mental health, secondary trauma experiences and wellbeing of 

content moderators concluded:

“There was a dose-response e�ect between frequency of exposure to 

distressing content and psychological distress and secondary trauma, 

but not wellbeing.”138 

As with other first responders, such as firefighters or paramedics, 

working conditions can play a significant role in supporting them, and 

in reducing the impact of stress and exposure to potentially traumatic 

content. In the same research, the authors conclude:

T&S: risk of exposure to psychological harm 



“The results suggested supportive colleagues and feedback about the 

importance of their role ameliorated this relationship.”

In the absence of fairness, proper prioritisation, support, recognition, or 

rewards (and not just financial ones), Trust & Safety professionals face 

additional risks, including the possibility of developing “moral injury”.

 

“Moral injury is understood to be the strong cognitive and emotional 

response that can occur following events that violate a person’s moral 

or ethical code… [it] can cause profound feelings of shame and guilt, 

and alterations in cognitions and beliefs (e.g. ‘I am a failure’, ‘colleagues 

don’t care about me’), as well as maladaptive coping responses (e.g., 

substance misuse, social withdrawal, or self-destructive acts).”139 

Further,

“(Moral injury) Can contribute to the development of mental health 

problems, including depression, PTSD and anxiety.”140

The risk of moral injury is heightened in certain situations familiar to 

Trust & Safety Professionals, notably when there is loss of life of a 

vulnerable person (e.g. child, woman, elderly); if leaders are perceived 

to not take responsibility for the event(s) and are unsupportive of 

sta�; if sta� feel unaware or unprepared for emotional/psychological 

consequences of decisions; if there is a lack of social support following 

a potentially morally injurious event (PMIE).141

 

Given the complex structures and di�ering priorities within tech com-

panies, it would appear that experiencing a PMIE may be highly likely for 

many working in Trust & Safety. It is worth repeating that social support 

can still play a key role in prevention. But there is a risk that some will 

develop a relatively new clinical condition, Post-Traumatic Embitterment 

Disorder:

“The term ‘posttraumatic embitterment disorder’ (PTED) was recently 

introduced, (and is) characterized by prolonged embitterment, severe 
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additional psychopathological symptoms and great impairment 

in most areas of life in reaction to a severe negative but not life-

threatening life event.”

At this point we cannot know how many of those working in Trust & 

Safety may be at risk of developing PTED, but whether it is stress, 

burnout, PTSD or PTED, the implications are that Trust & Safety 

Professionals require working conditions that both support them and 

protect them from the potential harms that may arise in the course of 

their work. Whilst their health and wellbeing require consideration from 

an ethical and even employment law perspective, there is one other 

perspective to consider.

In the global race to regulate online services, much emphasis is placed 

on the moderation of content and user conduct. If the professionals 

charged with undertaking that complex work at scale are not in 

good health and functioning well, their ability to create safer online 

environments will be compromised – much like the air tra�ic controllers 

in the 1970s. Law firms will take note.
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Burnout

For T&S professionals, the combination of continued exposure to harmful content, 

insu�icient structural support, and the scale and nature of risk being managed can be 

overwhelming. Some T&S professionals thrive under these conditions; some struggle. 

Others thrive for long periods of time before becoming overwhelmed. 

“Even with setting boundaries and taking care of yourself, it’s more likely than not 

that you and your team will experience burnout at some point.”

LEADERSHIP ADVICE FOR NEW TRUST & SAFETY LEADERS,  INTEGRITY INSTITUTE 142

Research conducted with content moderators in the UK found that their daily targets 

for reviewing videos were unmanageable, often leading to mistakes which in turn 
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impacted their bonuses and career progression.143 Moderators also reported being 

unable to take su�icient time o� after viewing highly distressing content and that 

the therapeutic support was limited and di�icult to access due to changing shift 

schedules. 

External perception

“[T&S professionals] find themselves out of place within the corporate cultures 

which do not elevate or a�ect approaches that are more risk-conscious.”

TOBY SHULRUFF,  ARIZONA STATE UNIVERSITY 144

The challenge that T&S professionals describe when their interests and priorities 

di�er from those of their employers may be exacerbated by the external view of 

tech companies as homogenous entities. As a result, T&S professionals may find 

themselves under fire from both directions: they encounter internal resistance when 

making the case for enhanced safety standards, whilst also facing legitimate criticism 

from safety advocates when tech companies fail in their responsibility to keep users 

safe.145 This dynamic may place T&S professionals in an uncomfortable position, 

particularly if they are expected to act as spokespeople or play a role in promoting 

or defending safety strategies that they believe to be inadequate or partial.

Develop, and consistently apply, industry-wide minimum health and 

safety standards to protect the physical and mental health of all 

T&S professionals — irrespective of geography or contract type. 

Enhance support and protections for those who raise safety 

concerns, including by codifying the four principles of the Right 

to Warn146 across the entire tech sector.



2.8 Conflict of interest 

“Protecting users and ensuring trust in products may come into conflict with other 

company objectives, such as product growth and marketing, as well as company 

or societal values.”

INTRODUCTION TO TRUST & SAFETY,  TRUST & SAFETY PROFESSIONAL ASSOCIATION 147

A conflict of interest arises when an individual has competing interests that are, or 

may be, incompatible. Such conflicts can be real or perceived. Even when a conflict of 

interest has no practical impact on how an individual operates or the decisions they 

make, perceived conflict of interest undermines trust and credibility. It can also be 

a source of anxiety when individuals are expected to navigate and manage conflicts 

without a clear framework or rules to guide them.

Tech company employees are required to carry out their duties in the best interests 

of the company. This duty is overridden when an employee becomes a whistleblower, 

but most employees do not become whistleblowers.148 As analysis of T&S job postings 

shows (see above), the primary requirement of a T&S professional is to make the 

service safer for users. Nonetheless, as employees they must also work in the best 

interest of the company, as set by the CEO and Board. This dual obligation creates 

the potential for a conflict of interest, which could be addressed by developing a 

professional code of practice that explicitly confirms that the primary duty of T&S 

professionals is to act in the best interests of society, citizens, and users.

Remuneration

Like other employees at tech companies,149 some T&S professionals may be given 

the chance to participate in share schemes.150 The value of these schemes can 

be significant, and participation means the individual has a vested interest in the 

company’s profitability. While T&S professionals should not be less well paid than 

their colleagues in other departments, the potential for conflict of interest could be 

resolved by creating alternative schemes of equivalent value that are connected 

to safety rather than profitability or growth targets and/or by including conflict 

management within a professional framework.
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Provide differentiated — but equivalent — remuneration and 

incentivisation schemes to protect the independence of T&S 

professionals.

2.9 Nascency of the profession 

“We need to create space to hear from people on the front lines. We need to give 

them protection so they can share their experiences. Only then can we begin to 

understand the full scope of the problem and find solutions”

ANIKA COLLIER NAVAROLI ,  FORMER SENIOR EXPERT,  TWITTER ’S  US SAFETY POLICY TEAM 151

Professional bodies

Established professions typically create professional bodies to support and oversee the 

work of practitioners as they move through their careers. Roles that professional bodies 

can perform include drafting and publishing best practice advice and guidance;152 

providing training and accreditation schemes;153 setting and enforcing professional 

standards;154 thought leadership and policy development;155 representing members’ 

interests to policy makers;156 organising collective action and negotiating collective 

agreements;157 and providing practical and mental health support to members.158 

 

In recent years, T&S has begun to establish its professional identity. This development 

is reflected in several areas, for example:159

•  the emergence of professional organisations and membership bodies such as the 

Trust & Safety Professional Association (TSPA), the Integrity Institute and All Tech  

Is Human; 

•  the proliferation of podcasts and online forums devoted to discussing the profe-

ssion and sharing challenges, best practices, and career experiences; 

•   the growth of convening events, most notably TrustCon, held annually in San 

Francisco with satellite events in Europe and Asia;

•  e�orts to standardise training, ranging from peer-to-peer guidance to university 

courses. 
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The Integrity Institute is an independent think tank that enables T&S professionals 

to provide input into policy development and public discourse issues independently 

of the companies they work for. In the run up to the Senate Hearings on child safety 

with tech CEOs in January 2024, its members and fellows supported senators by 

preparing briefing decks for sta�ers, proposing questions for senators to ask, and 

writing blogs with policy recommendations.160 The Integrity Institute has also engaged 

with policy makers and regulators in Europe on the Digital Services Act and in the 

UK in preparation for the introduction of the Online Safety Act. 

Beyond the Integrity Institute, the focus of membership organisations appears to be 

on the sharing of best practice, identity formation as a new profession, and peer-to-

peer learning and support. These e�orts are all critical and the response161 to events 

such as TrustCon shows how much T&S professionals value these resources and 

opportunities to convene, learn, share, and support each other. 

The current scope of T&S membership organisations does not appear to extend to 

carrying out, or assessing the value of, the following:

•  creating professional standards and oversight mechanisms (see Professional 

Standards below);

•  defining the skills and qualification requirements for different roles and 

responsibilities and developing training programmes; 

•   facilitating collective action and negotiations on issues such as pay and working 

conditions;

•  developing and implementing strategies to advocate for T&S’s independence and 

authority to act in the best interests of users. 

Professional standards & oversight

Codes of practice (also referred to also referred to as codes of conduct, codes of 

ethics, and professional standards) are rules or principles that guide the conduct 

of professionals working in a specific industry or field. These codes are especially 

valuable for professions whose work has a public interest element, including public 

safety, or where professionals are required to navigate conflict of interest (for example 

accountants who are paid by companies to audit and sign o� on their accounts). 

Professions that adhere to codes of practice include lawyers,162 medics,163 social 

workers,164 law enforcement o�icers,165 pilots,166 psychotherapists,167 accountants,168 

and engineers.169 
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Whilst it may seem counterintuitive, introducing professional standards and over-

sight is in the best interests of those who are subject to them because it enables 

them to push back if they are asked – either implicitly or explicitly – to operate 

outside prescribed professional boundaries. There is therefore a strong case to be 

made for T&S professionals to work together on developing codes of practice.

For a code to be robust and garner widespread support, it should be developed by 

T&S professionals in consultation with stakeholders such as academics, civil society, 

those with lived experience of harm, and end users, including children. Grounding 

these standards in, or making reference to, existing frameworks such as human 

and child rights conventions, ESG requirements and (where they exist) regulatory 

provisions on governance, systems, and processes for online services would further 

enhance their impact and adoption.

While codes of practice may be voluntary, they are most e�ective when enforced 

through self-regulatory, co-regulatory, or regulatory frameworks. Under such 

frameworks, failure to uphold standards has consequences such as disciplinary 

action, fines, suspension, or even revocation of the right to practice. For the wider 

profession, however, they enhance trust and confidence, provide a framework to 

navigate conflicts of interest, and empower practitioners to say no or to insist on 

change by formalising the duty to serve and protect.

Professional training and qualifications

One of T&S’s strengths is that professionals come from varied backgrounds, bringing 

with them invaluable subject or regional expertise that enhances their ability to do 

their job. However, this diversity also means that there is not yet clarity on the specific 

skills needed or consensus on the minimum qualifications required for particular roles. 

Given the importance of the decisions made by T&S, greater clarity on what the job 

is, who has the skills and expertise to do it, and how these skills are attained, tested, 

and monitored is needed. 

For example, there is no consensus on how long content moderators should be 

supervised as trainees before making independent decisions on content removal.  

Similarly, there is a lack of consensus on the requirements for continued professional 

development (CPD) or the additional qualifications or training needed for 

professionals promoted to positions of greater responsibility.
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Whilst some courses have been introduced to prepare individuals for entry-level T&S 

roles, these are neither compulsory nor standardised. They are also predominantly 

available in the US.

The mandate and authority of T&S would be strengthened by defining the minimum 

skills and expertise requirements for entry to the profession and for specific 

roles; setting requirements for continued professional development; ensuring 

new practitioners are given necessary training and support before they operate 

independently; and creating systems and processes for continued monitoring and 

evaluation of critical competencies.

Expand the remit of T&S membership organisations to include 

representing the needs, interests, and concerns of T&S 

professionals to policy makers, regulators, and industry.

Develop professional codes of practice to guide and protect 

those working across the T&S ecosystem.

Clarify the skills and qualifications required for di�erent roles 

within T&S and create validated training programmes to support 

new appointments and continued professional development. 
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T&S



Over the past few years, 
I’m definitely becoming 

more and more optimistic 
about the long arc of our 

profession

JEFF ALLEN,  INTEGRITY INSTITUTE ,  FEBRUARY 2025 170
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In the Introduction, we set out a series of recommendations to address the challenges 

described in Section Two. In this section, we identify key stakeholders who have a 

role to play in bringing about change and outline specific actions they can take.

3.1 Policy makers

“Policymakers should focus on measures that empower integrity workers to do their 

jobs better and have more influence within the companies as the most e�ective 

lever for making platforms safer in the long term.”

CHILD ONLINE SAFETY,  INTEGRITY INSTITUTE 171

The growing number of legally prescribed compliance obligations shifts user safety 

from a “nice to have” to a “must have”.172 This is the most reliable way to raise safety 

standards. Online safety laws have been passed across Europe173 and in many other 

countries and regions around the world. In the US where online safety regulation has 

yet to pass at a federal level and remains inconsistent at a state-level, it is notable 

that T&S professional bodies are working with politicians to support their e�orts to 

legislate.174

•  Understand how the remit, authority, and resourcing of T&S within organisations 

impacts safety.

•  Include a legal requirement to proactively surface, interrogate, and understand 

the risks of harm from digital products and services in online safety laws. This 

means rewarding tech companies who encourage T&S to take a proactive approach 

to surfacing and responding to risk, while imposing penalties for those who don’t.

3.  Who can make 
change?
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•  Enshrine T&S’s independence and authority to act in the best interests of 

services, users, and society in legislation. This means introducing laws that 

require tech companies to have policies and processes on (for example) risk review, 

reporting lines, whistleblowing and conflicts of interest.

•  Ask detailed questions. You may find the questions in the T&S assessment tool at 

Chapter Five helpful.

•  Require tech companies to be more transparent about T&S and to provide 

information about the systems, processes and governance practices that support 

T&S’s work.

3.2 Regulators

“There is the opportunity for regulation to empower Trust & Safety teams on the 

inside, to help enable them to be more e�ective.”

JEFF ALLEN,  INTEGRITY INSTITUTE 175

This report details industry-wide failures to establish and maintain the systems, 

processes and governance structures required to facilitate T&S’s role in safeguarding 

society, citizens, and users. Risk-based regulatory frameworks that require tech 

companies to create safe and age-appropriate services and products by design and 

by default must include measures on T&S.

•  Understand how the remit, authority, and resourcing of T&S within organisations 

impacts safety. Like policy makers, regulators must understand the ways in which 

the systems, processes, and governance structures under which T&S operates can 

mitigate or amplify safety risks.

•  Consider how the recommendations in this report will inform your regulatory 

approach, including risk assessment and transparency requirements. For 

example, in the UK Ofcom’s draft Illegal Harms Code includes a requirement for 

regulated services to have written statements of responsibilities for senior members 

of sta� involved in making decisions related to the management of online safety 
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risks.176 This ensures clarity on who holds ultimate decision-making authority within 

companies. 

•  Ask detailed questions. You may find the questions in the T&S assessment tool at 

Chapter Five helpful.

•  Establish enhanced mechanisms for whistleblowing. For example, under the 

Digital Services Act, the European Commission has created a Whistleblower Tool 

to facilitate anonymous reports.177

3.3 Tech companies

“Just as de-investing from T&S is a statement, I think investing will also be a 

statement.”

ALICE HUNSBERGER,  VP OF TRUST & SAFETY,  PARTNER HERO 178

The evidence from T&S professionals in this report indicates that many CEOs could 

do more to empower and support T&S.

•  Recognise and uphold the right and responsibility of T&S professionals to act in 

the best interests of society, citizens, and users – even when this conflicts with 

the commercial interests of the company. Use the T&S assessment tool in Chapter 

Five to evaluate current practices.

•  Provide T&S with a clear mandate to proactively surface risk, to implement safety 

strategies, and require safety changes across all aspects of your service and product 

design and delivery.

•  Ensure your governance systems and processes reflect T&S autonomy, including 

documenting instances when advice or warnings from T&S was ignored or overruled. 

•  Be more transparent about T&S. Provide information about the systems, processes 

and governance practices that support T&S’s work including how their e�icacy is 

measured and monitored. Share best practice examples.
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•  Establish safe and sustainable working practices for all T&S professionals.

•  Support T&S professionals working within, or on behalf of, your company to 

pursue the recommendations in this report. Provide resources (time and money). 

Do not place restrictions on T&S professionals’ right and ability to discuss these 

issues internally or externally. Do not penalise those calling for higher standards.

3.4 T&S organisations 

“Content moderators show up every day and try to do their best in impossible 

situations. But the modern-day public conversation should not be susceptible to 

the whims of any one company or individual.”

ANIKA COLLIER NAVAROLI ,  FORMER SENIOR EXPERT,  TWITTER ’S  US SAFETY POLICY TEAM 179

T&S membership organisations have a critical role to play in addressing the 

challenges and advancing the Key Recommendation of this report described in this 

report. 

•  Facilitate discussion about the status and future of T&S. Leverage your convening 

powers to foster discussion amongst T&S professionals and wider stakeholders.

•  Establish professional standards. Develop consensus-based standards that codify 

the autonomy, rights, and responsibilities of T&S professionals. These standards 

could make clear that T&S professionals’ overriding duty to act in the best interests 

of society, citizens, and users – especially vulnerable users such as children. 

•  Establish training programmes and accredited qualifications. Continue to develop 

consensus-based skills and training programmes tailored to various T&S roles. 

These should support those entering the profession at any level and ensure the 

continued professional development of practitioners.

 

•  Expand your membership. Make it easy and a�ordable to join your organisation.  

Proactively recruit T&S professionals from underrepresented groups and regions. 

•  Champion the rights and needs of T&S professionals. Harness the power of 

collective action to advocate for the enhanced status and independence of T&S 
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to policy makers, regulators, and industry. Support your members to secure safe 

working conditions, fair pay, and a clear mandate on their right and responsibility to 

prioritise safety. Consider whether your funding model curtails your freedom to act 

in the best interests of T&S professionals. 

3.5 T&S professionals

“Within industry, workers can build internal coalitions, focusing on network formation 

within organizations to maintain a focus on responsible technology practices.”

DEB DONIG,  S IEGEL RESEARCH FELLOW AT ALL TECH IS  HUMAN 180

Evidence from T&S professionals and their membership bodies indicates they 

recognise that the systems in which they operate are not fit for purpose. This raises 

important questions: why do they choose to stay? And are they right to do so? 

Not all T&S professionals stay – some walk away and a brave few choose to speak 

out. Evidence on why T&S professionals stay is thin. Those working in T&S describe 

the work as interesting and a career in T&S can o�er a good salary.181 Beyond these 

practical considerations, T&S professionals also exhibit a “first-responder” mindset – 

that is to say, they describe feeling a sense of duty to stay and to protect despite the 

lack of agency, emotional toll,182 and risk of burnout. As accounts from whistleblowers 

show, speaking out requires significant personal fortitude and carries legal, financial, 

professional, safety, privacy, and reputational risk.183 Given these risks and their desire 

to protect, staying and playing a role in making online spaces safer may feel like the 

best option or the only manageable one.184 

This report makes the case for minimum standards on T&S’s working conditions, its 

mandate to act in the best interests of society, citizens and users and the systems 

and processes that facilitate this work. That is to say, to enable T&S professionals to 

carry out their work safely and e�ectively within tech companies.

•  Understand your identity as a Trust & Safety professional. Most T&S pro-

fessionals focus on solving safety challenges rather than thinking about the status 

or purpose of their profession. The resources in the final section of this report o�er 

valuable insights into understanding your identity as a T&S professional and how 
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it can shape the way you approach your role. The T&S assessment tool in Chapter 

Five will help you to evaluate your company’s current approach against proposed 

best practice. 

•  Get involved. Find or start a group within your company, participate in T&S forums 

online, join a membership organisation, or unionise. 

•  Advocate for change. Consider campaigning for minimum standards and 

protections on pay and working conditions for T&S professionals worldwide. 

Push for T&S professionals’ right and responsibility to act in the best interests 

of society, citizens, and users to be enshrined in law and formally recognised by 

tech companies. Support e�orts to develop professional standards (e.g. codes of 

practice, training accreditations, conflict of interest guidance etc).

•  Leave. This report makes the case for normative systems, processes, and 

governance to support T&S professionals. Responsibility for challenging poor 

practices should not fall disproportionately on individual workers. However, if you 

believe leadership’s decisions are incompatible with the safety and best interests 

of society, citizens, and users, you may conclude that staying is untenable.
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4.  Trust & Safety  
resources

Professional organisations and bodies
Integrity Institute

All Tech is Human

Trust and Safety Professional Association

Trust and Safety Foundation

Digital Trust and Safety Partnership

Podcasts, newsletters and forums
Trust in Tech

Journal of Online Trust & Safety

Safety is Sexy

Trust and Safety Mavericks

Impossible Tradeo�s with Katie Harbath

Quire

T&S conferences and webinars
TSPA TrustCon, EMEA Summit and APAC Summit

Trust and Safety Forum

All Tech is Human

Trust and Safety Hackathon

Training and courses
Trust and Safety Teaching Consortium, Stanford University

T&S Mentor Programmes
All Tech is Human’s Mentor program

TSPA Co�ee Chats

T&S Mentor Match

Books & Articles
Sarah T. Roberts, (2019), Behind the Screen: Content Moderation in the Shadows of 
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https://integrityinstitute.org/
https://alltechishuman.org/responsible-tech-organizations
https://www.tspa.org/
https://trustandsafetyfoundation.org/
https://dtspartnership.org/
https://integrityinstitute.org/podcast
https://tsjournal.org/index.php/jots/about
https://open.spotify.com/show/7eugAF90BPcLigxiksKy15
https://open.spotify.com/show/7heChLHE5RtxHkoLjir4Qg
https://anchorchange.substack.com/t/impossible-tradeoffs-podcast
https://quire.substack.com/archive
https://www.tspa.org/
https://trust-safety.forum-incyber.com/
https://alltechishuman.org/events
https://tshackathon.org/
https://stanfordio.github.io/TeachingTrustSafety/
https://alltechishuman.org/responsible-tech-mentorship-program
https://alltechishuman.org/responsible-tech-mentorship-program
https://www.trustsafety.net/mentors
https://yalebooks.yale.edu/book/9780300261479/behind-the-screen/


Social Media, Yale University Press

Annalee Newitz, (22 November 2023), Trust and safety – the most important tech 

job you’ve never heard of, New Scientist

Toby Shulru�, (2024), Trust and Safety work: internal governance of technology risks 

and harms

T&S Glossaries
Terminology

Key Roles & Functions

Safety by Design
Australia’s e-Safety Commissioner, Safety by Design

5Rights Foundation and Digital Futures Commission (now Digital Futures for Children 

centre), Children’s Rights by Design

Thorn and All Tech is Human, Safety by Design for Generative AI: Preventing Child 

Sexual Abuse

Center for Human Technology

Whistleblower Information & Support
Whistleblower Aid

Arturo Béjar, Instagram Whistleblower

Frances Haugen, Facebook Whistleblower
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https://yalebooks.yale.edu/book/9780300261479/behind-the-screen/
https://www.newscientist.com/article/2403999-trust-and-safety-the-most-important-tech-job-youve-never-heard-of/
https://www.newscientist.com/article/2403999-trust-and-safety-the-most-important-tech-job-youve-never-heard-of/
https://www.degruyter.com/document/doi/10.1515/jigs-2024-0003/html
https://www.degruyter.com/document/doi/10.1515/jigs-2024-0003/html
http://www.tspa.org/curriculum/ts-curriculum/glossary
https://www.tspa.org/curriculum/ts-curriculum/functions-roles/
https://www.esafety.gov.au/industry/safety-by-design
https://childrightsbydesign.5rightsfoundation.com/
https://childrightsbydesign.5rightsfoundation.com/
https://info.thorn.org/hubfs/thorn-safety-by-design-for-generative-AI.pdf
https://info.thorn.org/hubfs/thorn-safety-by-design-for-generative-AI.pdf
https://info.thorn.org/hubfs/thorn-safety-by-design-for-generative-AI.pdf
https://whistlebloweraid.org/
https://www.arturobejar.org/
https://www.franceshaugen.com/


5.  T&S Assessment Tool

Mandate and authority to act NO Partially YES

We recognise that T&S professionals’ overriding duty is to ensure the 

safety of society, citizens and users — even when this conflicts with 

commercial priorities and interests. Our systems, processes and written 

policies reflect this.

Our T&S team has authority to proactively surface and measure risk of 

harm across all aspects of our service.

Our T&S team’s remit includes oversight of product design and AI 

systems. 

Our T&S team has the authority to modify, delay, halt, or withdraw 

services, products, features, and functionalities and AI systems if it 

determines that safety risks have not been su�iciently mitigated.

Our T&S team has the freedom to collect, share, and record safety-

related data and metrics it deems necessary to carry out its role.

Safety targets and metrics are included in business-wide goals.
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This tool has been designed to enable stakeholders to assess current practices within a tech 

company against the Key Recommendations in Chapter One of this report. Tech companies can 

use it to understand where the policies, processes and systems meet proposed best standards 

and where they fall short. It can also be used to re-evaluate practices if changes are made in the 

future. T&S professionals may find it helpful as a prompt to evaluate the extent to which their right 

and responsibility to safeguard society, citizens and users are supported within the organisation 

they work for. Policy makers and regulators can use the assessment tool to encourage greater 

transparency and openness from tech companies.



Governance systems and processes NO Partially YES

We do not make decisions that impact safety unless T&S has provided 

advice on risk to our CEO (or equivalent).

If advice from T&S is not followed, or only partially followed, by our CEO 

(or equivalent), we document the advice from all participants in the 

discussion and the reasons why T&S’s advice was rejected. 

When T&S team members engage with the work of legal and compliance 

teams, those teams provide clear advice upfront about their legal rights 

and duties. 

Dissenting views from T&S on legal and compliance assessments are 

recorded and disclosed to regulators.

T&S team members are not required support the company’s  

defence of legal and regulatory proceedings.

We o�er T&S professionals di�erentiated but equivalent remuneration 

and incentivisation schemes designed to protect their independence.

We recognise and support the four principles of the Right to Warn185 

and provide support and protections to anyone raising safety concerns.

Our procedures and policies apply to all T&S professionals working on 

our products and services including those working via sub-contractors 

and third-party vendors.
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We are transparent about the systems, processes and governance 

practices we have put in place to support T&S’s work. We share data 

about the e�icacy of these measures in our Transparency report.

We require other teams to prioritise requests from T&S that relate to 

safety over requests from non-safety teams.

Mandate and authority to act NO Partially YES
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Managers are trained to recognise, record, and respond to safety 

concerns raised by T&S professionals.

We take a proactive approach to identifying and responding to concerns 

raised by T&S professionals. We do not require T&S professionals to log 

formal complaints as a pre-condition of taking action.

We have procedures in place to protect the anonymity of T&S profes-

sionals raising complaints.

We actively promote a culture of challenge. We identify and address 

explicit and implied inequality of power between T&S professionals and 

the teams they collaborate with (e.g. legal, public relations and public 

a�airs) and those whose work they oversee (e.g. product).

We don’t require T&S professionals to act as spokespeople or to sign 

o� on communications or marketing materials relating to safety that 

they consider to be misleading or incomplete.

To safeguard their independence, we have a written policy on the rights 

and responsibilities of T&S professionals. 

The T&S policy includes managing real or perceived conflict of 

interests; advising leadership, legal and compliance teams; representing 

the company externally; raising complaints and remuneration including 

participation in share schemes.

T&S policies are accessible to all T&S professionals, and we do not 

monitor or keep records of who has accessed the policies.

Governance systems and processes NO Partially YES

Safe and sustainable working practices NO Partially YES

We allocate resources (financial and human) to safety teams based 

on the assessment of needs and safe operating capacity by T&S 

leadership. 
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Requests for additional resources are considered by our CEO (or 

equivalent). Decisions to refuse such requests are documented.

Decisions to include T&S teams in redundancy rounds are made by our 

CEO (or equivalent) and reported to the Board.

We have enhanced redundancy procedures when making staffing 

cuts that could impact user safety. These include conducting risk  

assessments, and a requirement to notify relevant regulatory authorities. 

We have comprehensive health and safety policies, systems, and 

processes in place to protect the mental186 and physical health of T&S 

professionals.

We recognise our responsibility to safeguard all those working in our 

T&S teams, irrespective of whether they are employed directly by us 

or via a third-party contractor.

We have full visibility on the health and safety policies, systems, and 

processes of all our T&S third-party contractors. We don’t work with 

third parties who fail to meet our standards.

We regularly conduct anonymous surveys to understand whether T&S 

professionals feel supported, empowered, and able to raise concerns. 

Results are analysed by market, roles, seniority, and contract type.

Our executive leadership reviews the surveys and is responsible for 

agreeing on and implementing further action (if required).

We ensure transparency in job postings and interviews about the 

specific requirements of the role, so that candidates can make an 

informed choice about whether they are suited to working in T&S or 

ask for additional support they may need to perform the role. 

Safe and sustainable working practices NO Partially YES



Professional standards and training NO Partially YES

We have policies in place that describe the skills and qualifications 

needed to perform di�erent roles within T&S and ensure that those 

appointed meet these requirements. If an employee doesn’t meet such 

requirements, we provide additional training and support.

We provide support and training to lateral hires from outside the 

profession and to internal candidates who transfer into T&S. We also 

support T&S professionals when they take on additional responsibilities.

We have strategies in place to support continued professional 

development of T&S professionals at all stages of their career.

We support and encourage T&S professionals to convene and discuss 

the future of their profession.

We provide resources, time, and money to facilitate these discussions.

We do not place restrictions on the ability of T&S professionals to 

discuss their profession (including challenges) publicly.

We support the e�orts of T&S professionals to develop professional 

standards, oversight and qualifications.

We do not penalise T&S professionals seeking to unionise or pursuing 

other forms of collective action.

We recognise the right of T&S professionals to withdraw labour.
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